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Abstract. We present a novel action representation based on encoding the global
temporal movement of an action. We represent an action as a set of movement
pattern histograms that encode the global temporal dynamics of an action. Our
key observation is that temporal dynamics of an action are robust to variations
in appearance and viewpoint changes, making it useful for action recognition
and retrieval. We pose the problem of computing similarity between action rep-
resentations as a maximum matching problem in a bipartite graph. We demon-
strate the effectiveness of our method for cross-view action recognition on the
IXMAS dataset. We also show how our representation complements existing bag-
of-features representations on the UCF50 dataset. Finally we show the power
of our representation for action retrieval on a new real-world dataset containing
repetitive motor movements emitted by children with autism in an unconstrained
classroom setting.

1 Introduction

The recognition and retrieval of actions in videos is challenging due to the need to
handle many sources of variations: viewpoint, size and appearance of actors, scene
lighting and video quality, etc. In this paper we introduce a novel action representation
based on motion dynamics that is robust to such variations.

Currently, state-of-the-art performance in action classification is achieved by ex-
tracting dense local features (HOG, HOF, MBH) and grouping them in a bag-of-features
(BOF) framework [26]. The basic BOF representation ignores information about the
spatial and temporal arrangement of the local features by pooling them over the en-
tire video volume. More recently, it has been shown that considering the spatial and
temporal arrangements (dynamics) of an action (eg. extracting separate BOF model for
each subvolume of a video [14,26] or modelling the spatio-temporal arrangements of
the interest points [29]) adds more discriminative power to the representation.

Our approach is based on the observation that the dynamics of an action provide a
powerful cue for discrimination. In Johansson’s moving light display experiment, it was
shown that humans perceive actions by abstracting a coherent structure from the spatio-
temporal pattern of local movements [9]. While humans respond to both spatial and
temporal information, the spatial configuration of movements that comprise an action is
strongly affected by changes in viewpoint. This suggests that representing the temporal



2 Arridhana Ciptadi, Matthew S. Goodwin and James M. Rehg

structure of an action could be valuable for reducing the effect of viewpoint. Motivated
by this observation, we define human actions as a composition of temporal patterns of
movements.

(a) Frame
10

(b) Frame
31

(c) MPHs

Fig. 1. Movement Pattern Histogram for checkwatch action. (a)-(b): Arrows indicate optical
flow direction and are color coded according to the flow words (flows are subsampled for presen-
tation). (c): MPH set for checkwatch. (Best viewed in color)

Our key hypothesis is that the temporal dynamics of an action are similar across
views. For example, the timing pattern of acceleration and deceleration of the limbs is
largely preserved under viewpoint changes. In our representation, an action is decom-
posed into movement primitives (corresponding roughly to body parts). We encode the
fine-grained temporal dynamics of each movement primitive using a representation that
we call the movement pattern histogram (MPH). We describe an action as a collection
of MPHs (see Fig. 1).

An advantage of video-level pooling methods such as BOF is that computing sim-
ilarity between representations can be done reliably using L2 or χ 2 distance function.
In part this is because these representations discard the temporal structure of an ac-
tion, obviating the need for temporal alignment as a part of the matching process. In
contrast, computing similarity between two sets of MPH requires alignment and we de-
scribe an novel method to do so using a simultaneous alignment and bipartite matching
formulation. Such formulation allows for matching across viewpoints and we present
an efficient algorithm to solve it.

Our MPH representation can be used in two ways: 1) as a stand-alone action rep-
resentation for action recognition/retrieval across multiple viewpoints; and 2) to com-
plement existing BOF representations for action recognition. We demonstrate that our
approach outperforms standard representations for cross-view recognition tasks in the
IXMAS dataset [27]. We also show that our representation complements existing rep-
resentations for the classification task in the UCF50 dataset [21]. Finally, we show that
our representation yields state-of-the-art results for the task of action retrieval in the
novel Stereotypy dataset that we introduce (stereotypies are repetitive body movement
patterns frequently associated with autism and are often the target of behavioral ther-
apy). In summary, this paper makes three contributions:
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– We introduce the movement pattern histogram, a novel representation of actions as
a multi-channel temporal distribution of movement primitives.

– We present a novel optimization approach to matching movement pattern histograms
across videos based on maximum bipartite graph matching.

– We introduce the Stereotypy dataset, a new annotated video corpus obtained by
recording children with autism in a classroom setting1. We will make this dataset
publicly available.

2 Related Work

There is a vast literature on action/activity representation (a recent survey can be found
in [20]). A classic representation of action in videos is based on space-time templates
[6,11]. While this approach captures the fine-grained detail of an action, it is challeng-
ing to achieve robustness to variations. A popular framework used by many authors is
the bag-of-features model, with varying local features: interest points [ 14,5], tracks of
points [18,10,26] or frame based descriptors [25]. Many of these methods use descrip-
tors such as HOG/HOF [14,5,26], MBH [26], MIP [13] or shape-flow [25] that are not
robust to variations in viewpoint and thus may not support accurate matching of actions
across views. Moreover, the BOF framework typically only have a very coarse model
of action dynamics (eg. by dividing a video into several subvolumes). In contrast, our
representation captures the fine-grained dynamics of an action while being robust to
variations in viewpoint.

Recently, interesting work has been done to address the challenge of viewpoint
variation in action recognition. Liu et.al. [17] tackle the viewpoint problem through
transfer learning by building a mapping between codebooks from different viewpoints.
However, their framework requires knowledge of the camera viewpoint associated with
each action (in testing and training). In a similar spirit, [16,30] learn a series of linear
transformations of the feature vector extracted from a video to make it invariant to
viewpoint changes. However, a linear transformation is not guaranteed to accurately
model view-invariant mapping. Also, performance of their method drops significantly
in the absence of multi-view observations of actions in training examples. In addition,
[17,16,30] use the shape-flow descriptor that requires extraction of a bounding box
and silhouette of an action, which can be challenging in real-world videos. Note that
these methods assume a discrete number of pre-defined camera positions, which limits
applicability of the methods since the need to collect examples across viewpoints can
be burdensome.

Junejo et.al. [10] propose the self similarity matrix (SSM) which exhibits invari-
ance to viewpoint changes. They compute SSM by either point tracking or pairwise
frame similarity. However, point tracking is not always accurate and computing pair-
wise frame similarity means the feature will not be robust to slowly changing back-
ground. Another representation robust to changes in viewpoints is the hankelet ([ 15]).
Hankelet is a hankel matrix representation of a tracklet that is invariant to affine trans-
formations. Results in [10] and [15] show that SSM and hankelet are susceptible to
large viewpoint changes.

1 Note that the Stereotypy dataset was collected under an IRB-approved protocol, following
best-practices for research with vulnerable subject populations. Consent to publish has been
obtained for all images and results.
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(a) Cam 0 (b) Cam 1 (c) Cam 2

(d) Cam 0-MPH (e) Cam 1-MPH (f) Cam 2-MPH

Fig. 2. (a)-(c): Three different views of the checkwatch action. (d)-(f): MPH representations of
checkwatch for each view. Note the structural similarity of the MPH curves despite huge changes
in viewpoint.

3 Action Representation

In this section we describe our action representation, the movement pattern histogram
(MPH). MPH encodes the global temporal pattern of an action without requiring ex-
plicit tracking of features over time. In Sec. 4 we present an iterative method for match-
ing two sets of MPHs.

3.1 The Movement Pattern Histogram

To illustrate our approach, consider the action of a person checking a watch seen from
frontal view (Fig. 1). This action can be characterized by the upward movement of the
hand and upper arm during the early part of the action (to bring the watch to a readable
distance) and the downward movement of the same body parts at the end of the action.
We can imagine encoding these body part movements with a cluster of flow vectors,
where each cluster explains some portion of the total flow across the video. We denote
these clusters as flow words. In the check-watch example, the upward hand movement
might be mapped to a single flow word. That word would be present in the first half of
the frames and absent in the other half (when the hand moves downward).

Given a set of extracted flow words, our goal is to represent an action by encoding
the pattern of temporal occurrence of the flow words. In the example of Fig. 1, the green
and cyan words occur early in the action (when the hand and upper arm are raised)
while the blue and magenta words occur later in the action. We construct an MPH for
each flow word which encodes its dynamics.

We now describe the process of constructing the MPH representation. We assume
that the video is captured using a static camera (we relax this assumption in Section
3.2). First we compute dense optical flow over the video clip. Then, we use EM to
cluster together the flow vectors from all frames based only on the flow direction (we
only consider flow vectors whose magnitudes are above a certain threshold). Each flow
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cluster defines a single flow word. In Figure 1(a)-1(b) we can see the flows color-coded
according to the five flow words. We then generate an MPH for each of the flow clusters
by binning the flow vectors. Each bin t in the MPH hc corresponds to frame number t,
and contains the sum of flow magnitudes for all pixel flows f that corresponds to cluster
c in that frame. Let mc denote the set of flow vectors that map to cluster c:

hc(t) =
∑

f(t)∈mc

‖f(t)‖ (1)

In Fig. 1(c) we can see that the green MPH corresponding to upward hand move-
ment is active at the beginning of the action and the blue MPH that corresponds to
downward hand movement is active at the end. Note that MPH is quite different from
other flow-based models such as the histograms of oriented optical flow (HOOF) [ 4].
HOOF models the distribution of optical flow direction in each frame, making it a
viewpoint-dependent representation, while MPH models the temporal distribution of
the magnitudes of the different flow clusters.

MPH differs in two ways from the standard histogram representations of visual
words which are used in action recognition. First, each MPH corresponds to a single
flow word and describes the variation in its magnitude over time. In contrast, BOF uses
a single fixed histogram describing the co-occurrence of all visual words. Second, the
MPH provides a very fine-grained temporal description (one bin per frame) but a very
coarse spatial description (all occurrences of a word in a frame are binned together), in
order to gain robustness to viewpoint variations.

Figure 2 illustrates the robustness of the MPH representation to viewpoint variation.
We can see that the shapes of the MPH sets are quite similar in spite of substantial
changes in viewpoint.

Figure 3 shows MPHs for different actions. The MPH representation achieves a
certain invariance property under viewpoint changes because it marginalizes out infor-
mation about appearance, spatial configuration, and flow direction of an action. While
spatial configuration and appearance can be important for discriminating certain actions
(eg. high punch vs low punch), Fig. 3 demonstrates that the temporal nature of an action
can also be very discriminative. Note how MPH captures the dynamics of the different
actions: wave (Fig. 3(c)) consists of hand moving left and right and this periodicity
is reflected in the MPH. Even in cases where the mechanics of two actions are simi-
lar (checkwatch and scratchhead both involve upward and downward movement of the
hand), the dynamics of the actions make the MPH sets distinct (Fig. 3(d) vs 3(f)).

3.2 Compensating for Camera Motion
Sometimes action in the real-world is captured using a moving camera. This can cause
problems for our representations if we assume that all flows in the video are relevant to
the action. To minimize the effect of camera motion we can apply a video stabilization
technique such as [7] before computing dense optical flow. However, since we only need
to remove the backgroundmotion between two consecutive frames (i.e. we don’t need to
produce smooth camera trajectory for the whole video), we can apply a simpler solution.
We estimate the background motion by computing homography between frames from
the optical flow motion vectors (this is similar to [8] but instead of assuming affine
motion between frames we use homography). Using the dense optical flow computed,
we select a subset of flow vectors located in textured regions (using criteria in [ 23]) and
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(a) Getup (b) Kick (c) Wave

(d) Checkwatch (e) Punch (f) Scratchhead

Fig. 3. MPHs of different actions.

perform homography estimation with RANSAC. From the estimated homography, we
compute the camera-induced background motion for every pixel in that frame and then
subtract the background motion from the computed flow vectors. We do this background
motion estimation for every frame in the video and use the corrected flow vectors to
compute MPH. Figure 4 shows the result of our motion compensation.

(a) (b) (c) (d)

Fig. 4. Motion compensation results from UCF50: b) Original flow, c) Estimated background mo-
tion, d) Motion compensated flow. Flows are color coded following the Middlebury convention.

4 Computing Similarity
Given our new MPH representation, how can we compute similarity between two videos
– target and source? Accurate similarity measure is important for action recognition
and retrieval. Our assumption is that if the two videos correspond to the same action, we
can find matching in which the MPH pairs are highly correlated. Let h t

i ∈ R
lt and hs

j ∈
R

ls be the movement pattern histogram for primitives (clusters) i and j in the target
and source videos, respectively (ls and lt are the number of frames of the videos). Note
that since each video is clustered independently, there is no a priori relationship between
MPHs from separate videos. Let T = {ht

1, h
t
2, ...h

t
K} and S = {hs

1, h
s
2, ...h

s
K}, where

K is the total number of flow words in the target and source video. We can construct an
undirected bipartite graph G = (V,E) where every single element of T is connected to
every single element of S, the vertex set V = T ∪S, and e ij ∈ E is the edge between ht

i

and hs
j . The weight of edge eij is the similarity measure between two signals ht

i and hs
j .

We use the Pearson correlation coefficient (PCC) to compute e ij due to its invariance

to scaling: eij = PCC(ht
i, h

s
j) =

cov(ht
i,h

s
j)

σht
i
σhs

j
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The similarity between the target and source video is the maximum weighted bipar-
tite matching score of graph G.

Simultaneous alignment and matching

Since an action can be performed at different speeds, the two sets of histograms S and
T might not be temporally aligned. This negatively impacts our correlation measure.
In order to overcome this problem, we propose a simultaneous alignment and matching
method where we iteratively perform alignment and matching of S and T .

LetHs = [hs
1, h

s
2, ...h

s
K ] andHt = [ht

1, h
t
2, ...h

t
K ] be the matrices that we construct

from S and T . Without loss of generality, let us assume that we normalize the MPH in
S and T so that they all have zero mean and unit standard deviation. Also, we zero-
pad each vectors hs

j and ht
i such that ls = lt = l. Under this condition, finding the

maximum weighted bipartite matching of graph G is equivalent to computing a K ×
K binary matrix M that minimizes Cm = ‖HsM −Ht‖2F , where ΣiM (i, j) =
1, ΣjM(i, j) = 1.

To align Hs and Ht, we can use dynamic time warping (applying DTW or its vari-
ants eg. [31] on a time series data is a common approach for doing activity alignment) to
compute binary matrices (Ds,Dt) that minimize Cdtw = ‖DsHs −DtHt‖2F , where
ΣjDs(i, j) = 1 and ΣjDt(i, j) = 1. Note that DTW optimization infers Ds and Dt

using dynamic programming such that the temporal ordering of the rows in H s and Ht

is preserved. The DTW solution (Ds,Dt) are binary matrices of size l ′ × l where l′ is
the length of the alignment path between Hs and Ht. Putting the previous two steps
together, we get the final cost function that we want to minimize:

Cmdtw = ‖DsHsM −DtHt‖2F
where ΣiM ij = 1, ΣjM ij = 1

ΣjDs(i, j) = 1
ΣjDt(i, j) = 1

(2)

OptimizingCmdtw is a non-convex optimization problem with respect to the match-
ing matrix M and alignment matrices Ds and Dt. We can perform iterative optimiza-
tion by alternating between computing (Ds,Dt) and M :

1. Set M as K ×K identity matrix
2. Fix M and minimize Cdtw =

∥∥DsH
m
s −DtHt

∥∥2
F

, where Hm
s = HsM , to

optimize for (Ds,Dt)

3. Fix (Ds,Dt) and minimizeCm =
∥∥Hdtw

s M −Hdtw
t

∥∥2
F

, whereHdtw
s = DsHs

and Hdtw
t = DtHt, to optimize for M

4. Iterate 2-3 until convergence

Both step 2 and 3 monotonically decrease/non-increase Cmdtw. Since Cmdtw has a
lower bound of 0 this optimization will converge. DTW can be solved in O(l 2) and
minimizing Cm using Hungarian algorithm takes O(K 3). Hence the complexity of this
algorithm is O(l2) + O(K3) and since l and K are typically small this is efficient to
compute (l is typically between 60-150 depending on how long the action is. K depends
on the number of peaks of the flow distribution, typically between 4-6). Empirically we
observe that this optimization converges after 2-3 iterations.
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To optimize for M , the task is to find the set of edges e ij ∈ E that defines a perfect
matching in G such that the sum of the edges in the matching is maximum. We solve
this using the Hungarian algorithm to compute a set of λ for the following problem:

max
λ

∑
(i,j)∈E

λijeij

s.t.
∑

j∈N(i)

λij = 1 ∀i ∈ source

∑
i∈N(j)

λij = 1 ∀j ∈ target

λij ∈ {0, 1}

(3)

where eij is the correlation between the i-th column of Hs and j-th column of Ht, and
N(i) is the set of vertices that are adjacent to vertex i.

After obtaining the λ for maximum matching, we define the similarity score be-
tween two videos as the maximum weighted bipartite matching score of graph G:

score =
∑

(i,j)∈E

λijeij (4)

Figure 5 illustrates an example of the matching result. Note that while the two ac-
tions are captured from widely different viewpoints, our matching algorithm is able to
establish the correspondence between flow clusters by exploiting the temporal property
of MPH. For instance, the matched MPH pair 1 (Fig. 5(c)) corresponds to flow words
that belong to the hand while it is moving up at the beginning of the action (Fig. 5(a)-
5(b)) and the matched pair 3 (Fig. 5(f)) corresponds to flow words of the hand while it
is moving down at the end of the action (Fig. 5(d)-5(e)). This intuitive interpretation of
the matching result is possible since our flow words map to well-defined spatial regions
in the video. We believe this interpretability is a highly desirable property for real-world
applications.

(a) C0 (b) C4
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(c) Pair 1 (d) C0 (e) C4
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(f) Pair 3

Fig. 5. Matching of cam 0 and cam 4 for checkwatch. Note how the matched MPH pair correspond
to the same body part movements ((a)-(b): Hand moving up, (d)-(e): Hand moving down).

5 Experimental Results

To evaluate the performance of our method we performed experiments on the IXMAS
dataset [27], UCF50 dataset [21] and a new real-world Stereotypy dataset that con-
sists of a collection of videos ranging from 10 to 20 minutes each (with total length
of 2 hours). We consider three tasks. First, to show robustness of our representation to
variations in viewpoint, we perform cross-view action recognition experiments on the
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IXMAS dataset. Second, to show how our feature complements BOF representation, we
perform action recognition on the UCF50 dataset. Finally, we demonstrate the power
of our approach on a real-world problem by doing action retrieval on the Stereotypy
dataset.

For the action retrieval task, we compare retrieval results against several BOF repre-
sentations: cuboid [5], self-similarity matrix (SSM) [10], shapeflow [25], dense trajec-
tories [26], and cuboid+shapeflow (used in [17,16,30]). Note that BOF representation
has been previously used for action retrieval (eg. [3]).

To compute MPH we used GPU-based dense optical flow [28]. To select the K
for MPH we examined the number of peaks in the distribution of flow directions in
sample videos. We chose K = 5 (5 MPH per video) for all experiments. The details for
competing methods are in the supplemental material.

5.1 Results on IXMAS Dataset

The IXMAS dataset contains videos of 11 types of actions captured from 5 viewpoints.
There are 30 examples per action performed by several actors. We perform the standard
cross-view classification task on the IXMAS dataset and compare it against methods
described in [10,16,15,30]. It is important to note that in this particular experiment we
are not assuming any view-correspondence in the training data. For this experiment we
use 1NN classifier and a 6-fold cross validation procedure (identical cross-validation
procedure as in [16,15,30]).

Table 1. Classification results by using a single view for training on IXMAS. Each row is a
training view, and column a test view.

Test View
c0 c1 c2 c3 c4 Avg.

Ours, [16], [15], [10] Ours, [16], [15], [10] Ours, [16], [15], [10] Ours, [16], [15], [10] Ours, [16], [15], [10] Ours, [16], [15], [10]
c0 80.3, 63.6, 83.7, 75.2 63.6, 60.6, 59.2, 69.7 68.5, 61.2, 57.4, 71.8 56.4, 52.6, 33.6, 49.4 67.2, 59.5, 58.5, 66.5
c1 80.0, 61.0, 84.3, 78.5 62.1, 62.1, 61.6, 67.9 59.7, 65.1, 62.8, 71.5 47.9, 54.2, 27.0, 48.0 62.4, 60.6, 58.9, 66.5
c2 63.6, 63.2, 62.5, 70.0 62.1, 62.4, 65.2, 73.0 79.7, 71.7, 72.0, 68.5 75.5, 58.2, 60.1, 55.2 70.2, 63.9, 64.9, 66.7
c3 67.0, 64.2, 57.1, 73.6 65.8, 71.0, 61.5, 72.4 83.6, 64.3, 71.0, 67.3 46.4, 56.6, 31.2, 45.9 65.7, 64.0, 55.2, 64.8
c4 54.5, 50.0, 39.6, 44.5 49.4, 59.7, 32.8, 41.5 72.1, 60.7, 68.1, 55.2 50.0, 61.1, 37.4, 37.9 56.5, 57.9, 44.5, 44.8

Avg. 66.3, 59.6, 60.9, 66.7 64.4, 64.2, 60.8, 65.5 70.4, 61.9, 65.0, 65.0 64.5, 64.8, 57.4, 62.4 56.5, 55.4, 38.0, 49.6 64.4, 61.2, 56.4, 61.9

We focus on two recognition tasks: 1) classifying videos captured from the test
view using training data captured from the train view, and 2) classifying videos cap-
tured from the test view using training data from all of the other views. We compare
against results in [16,15,30] using the non-correspondence mode, since in many appli-
cations the need to have multi-view correspondence in training data can be burdensome.

The results for the first recognition task (classifying videos from the test view using
training from the train view) can be seen in Table 5.1. For this task, our method improves
the average recognition accuracy by 2.5% compared to the next best approach (see the
highlighted cell in Table 5.1). Hankelet ([15]) is only robust to affine transformation
and thus achieves low accuracy when classifying videos trained from very different
viewpoints (eg. c0 vs c4).

The results for classifying videos from the test view by using training from all of
the other views can be seen in Table 2. Note that even though the result of [10] is
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achieved by including videos from all the views (including the test view) for training,
our approach still yields the best result. Our method can use the additional training
views more effectively due to its ability to generalize across viewpoints.

Table 2. Cross-view recognition accuracy on IXMAS (trained on videos captured from all views
except the test view). Note how our representation gives a significantly more accurate result.

Method
Test View

c0 c1 c2 c3 c4 Avg.
Ours 83.9 81.8 87.6 83.0 73.6 82.0

[30] (test view used 66.4 73.5 71.0 75.4 66.4 70.5
for transfer learning)
[16] (test view used 62.0 65.5 64.5 69.5 57.9 63.9
for transfer learning)

[10] (trained on 77.0 78.8 80.0 73.9 63.6 74.6
all cameras)

5.2 Results on UCF50 Dataset
The UCF50 dataset contains 6618 videos of 50 types of actions. For this experiment we
use the leave-one-group-out (LoGo) cross validation as suggested in [ 21].

Many videos in UCF50 were captured using low-res handheld cameras with various
motion artifacts due to camera shake and rolling shutter. Clearly, the fine-grained mo-
tion features that our method exploits are difficult to extract in this case. However we
still believe that it is valuable to characterize the limitations of our approach by analyz-
ing the UCF50. Another important characteristic of this dataset is that the scene context
gives a significant amount of information about the type of action in the video. For ex-
ample, many of the actions are performed using a specific set of instruments (eg. barbell
in bench press) and representing those cues can help immensely for classification. This
suggests the need to combine our representation (which only models the dynamics of
an action) with a complementary appearance-based representation.

We combine our representation with Fisher Vector (FV) encoding [ 19] (which can
be seen as an extension to BOF) of the dense trajectory descriptor described in [ 26].
To convert our pairwise action similarity measure to a feature vector we use a method
similar to ActionBank [22]. In ActionBank, the videos in the training set function as
the bases of a high-dimensional action-space. For example, if we have N videos in the
training set, the feature vector for video v is a vector of length N where the value of
N(i) is our similarity measure between video v and the i-th video in the training set. The
full feature vector for each video is then simply a concatenation of the FV representation
of dense trajectory and our ActionBank-like representation. For this experiment we use
1-vs-all linear SVM (with C = 0.1) for training and classification.

Classification results on this dataset can be seen in Table 3. The accuracy improve-
ment obtained by adding our representation suggests that MPH encodes information
that is complementary to HOG, HOF and MBH.

Comparing results of MPH + FV of dense trajectory against only FV of dense tra-
jectory, the most significant improvement in accuracy comes from the class PizzaToss-
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ing (an improvement of 10.5% from 65.8% to 76.3%). A large part of this improve-
ment comes from a better discrimination between PizzaTossing and Nunchucks classes.
Many of the videos of these these two classes share a significant similarity in appear-
ance: a person performing an action in a small room captured from close to frontal
view. Thus, MPH (which models the dynamics of the action) increases discrimination
between these two classes. Another notable improvement comes from the class Rock-
Climbing (an improvement of 6.9% from 85.4% to 92.3%). About half of the improve-
ment for this class comes from a better discrimination against RopeClimbing. While
the actual movement of climbing a rope vs climbing a wall with a rope is different,
the context of these two classes are very similar since wall and rope tend to be the
prominent features in the video. Thus, MPH provides a powerful cue to help discrim-
inate between these two classes. On the other hand, MPH can also increase confusion
between classes. We observe the biggest drop in accuracy in the class HorseRace (a
decrease of 3.1% from 98.4% to 95.3%) partly due to increased confusion with Biking.
This is likely due to the fact that from a distance, the movement dynamics of HorseR-
ace and Biking look similar: people moving on a trajectory with their body moving
slightly up-and-down with a particular frequency. Human action is a complex concept
defined by the interplay of a number of elements: movements, human pose, instruments
used, and surrounding background context. A better approach to modellng any of these
elements is a step towards a better action representation.

Table 3. Classification results on UCF50.

Method Accuracy (LoGo)
Ours (MPH) + FV of [26] 90.5

Dense trajectories [26] w/ FV encoding 88.9
MBH + scene context[21] 76.9

GIST3D + STIP [24] 73.7
MIP [13] 72.7

5.3 Results on Stereotypy Dataset

We also address the problem of action retrieval: Given a single example video clip
containing an action of interest, the task is to retrieve all matching instances of that
action from an unstructured video collection. The strength of our bottom-up matching
approach is that it can compute a similarity measure between activities without learning.
It can therefore be used in situations where the space of possible activities is very large
and difficult to define a priori and when it is difficult to find an extensive amount of
training examples across different views.

In the domain of behavioral psychology, there is currently great interest in studying
the effectiveness of behavioral therapy for children with autism [ 2]. These children
frequently exhibit repetitive motor movements, known as stereotypies. In comparison
to more traditional functional activities, stereotypies are often unique expressions of
individual behavior and highly person-dependent, making it challenging to construct a
general model of such behaviors [1]. At the same time, it would be very useful to be able
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Fig. 6. The Stereotypy dataset. Region of interest is indicated by the bounding box.

to retrieve all instances of a particular stereotypy exhibited by a child across multiple
therapy sessions given only a single example. We conducted an experiment to evaluate
the effectiveness of our algorithm in this context.

We collaborated with experimental and educational psychologists on analyzing videos
obtatined of children with autism who engage in stereotypies in a classroom setting.
The dataset consists of videos captured from various viewing locations. Representa-
tive frames are shown in Figure 6 (note the variations in viewpoints and appearance of
the videos). We are interested in three types of stereotypies exhibited by the children:
jumping up from chair (S1), jumping on the floor (S2), and paddling movement of the
hands (S3). A psychologist with autism expertise and familiarity of the children pro-
vided ground truth labels for the stereotypies. The dataset contains 54 instances of S1
behavior, 12 instances of S2 behavior and 51 instances of S3 behavior. For each video
in the dataset we manually identified a bounding box of the region of interest, which
defines the input for the retrieval task.

We used sliding window to split the videos into a series of 60-frame clips where the
window slides 15 frames at a time. We extracted 12410 clips from all of the videos in
the dataset.

Action retrieval task: We identified all clips containing stereotypies, and used eac
of those clips as the target input for retrieval. Given a target clip, we computed the
similarity of the clip against the rest of the clips in the dataset. The similarity score for
our algorithm is described in Section 4. For BOF, we found thatL2 distance between the
normalized feature vectors yielded the best results. We then ranked the videos according
to the similarity score and measured performance by using precision-recall (PR) curve,
a common metric for retrieval. We counted a clip as a hit if it overlapped with at least
50% of the groundtruth annotation.

The PR curves for retrieving stereotypies can be seen in Figure 7(a). Note that our
method performed significantly better than various BOF representations. This is likely
because a therapist sometimes came to interact with a child during the course of the
video (Fig. 8(b)) and the child often moved, changing his relative angle to the cam-
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era. These variations will affect any appearance-based representation. The accuracy of
dense trajectories drops significantly after around 50% recall. While dense trajecto-
ries representation is good at capturing the discriminative aspect of the behavior, it is
very viewpoint dependent and thus can only retrieve instances of the behavior captured
from the same viewpoint (the videos in the dataset are captured either from overhead
view or side view). Note that shapeflow and SSM perform especially poorly in this set-
ting due to the therapist sometimes appearing in the background. Shapeflow relies on
successful extraction of silhouette of the foreground actor (we use [ 12] for computing
silhouette), which is challenging in videos. SSM uses pairwise frame similarity, thus a
slowly changing background (eg. due to the therapist moving) has a huge effect on the
representation.
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(b) S1
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(c) S2
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(d) S3

Fig. 7. Precision-recall for curves for all behaviors.

To better illustrate our retrieval results, we performed the retrieval task using a single
example of S1 that can be seen in Figure 8(a). In this particular example, we were able
to retrieve a clip containing another S1 behavior ranked 1 in the retrieval results. Note
that since our representation is agnostic to camera viewpoint, the retrieved results can
contain clips captured from viewpoints that are different from the input (Fig. 8(b)).
Behavior S1 has very distinct dynamics and as a result our approach performed very
well, often able to retrieve the top 3 results with 100% accuracy. The PR curves for the
S1 behavior can be seen in Figure 7(b).

Another visual example of our retrieval results can be seen in Figure 8(c)-8(d).
Note how our method is able to retrieve the same behavior under massive variations in
appearance (different room, clothing, viewpoint, lighting condition and scaling). Indeed
in real-world videos, it is often the case that we can not control elements of the scene
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(a) Input sequence (S1) (b) Rank 1 retrieved seq (S1)

(c) Input sequence (S3) (d) Rank 1 retrieved seq (S3)

Fig. 8. Retrieval results for behavior S1 (a-b) and S3 (c-d).

that have a large effect on the appearance of the subject such as clothing worn, subject’s
orientation with respect to the camera and lighting conditions. In the absence of training
data it is difficult to learn how to discount these variations. Our motion-based matching
approach provides a powerful tool in this setting.

Behavior S3 contains a lot of instances where the hands are occluded by the child’s
own torso or objects such as a chair. Due to occlusion, there will be some MPHs that
are observable from one view, but not the other. Note that this occlusion problem af-
fects all methods that rely on seeing movements to extract a representation (such as all
of the interest-points-based methods). In our representation, the number of MPHs not
occluded often will be sufficient for computing similarity between activities. The quan-
titative result for the paddling behavior can be seen in Figure 7(d). Given the difficulty
of the task, our method was able to produce reasonable results even though there were
a significant number of occlusions and pose changes in the videos.

6 Conclusions

We present a novel action representation that encodes the fine-grained dynamics of
an action and is robust to variations in appearance. Our simultaneous matching and
alignment formulation explicitly handles variations in the dynamics of an activity and
allows matching of features extracted from different viewpoints. Our representation
naturally complements existing BOF representations and performs well on traditional
action recognition datasets as well as on a new real-world stereoypy dataset.
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