
Movement Pattern Histogram 

Overall Approach Motivation 
Many real-world applications can benefit 
from action representation that is robust to 
variations in viewpoint, scaling, and 
appearance (clothing, lighting, etc.). 
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Compute dense flow and cluster the flow 
vectors according to their direction 

Johansson’s moving light display 
 Dynamics of an action provide a 

powerful cue for discrimination. 
 
 
 
 
Decompose an action into movement 
primitives (roughly corresponds to body 
parts) and encode the temporal dynamics 
of each primitives. 

Contributions 
- The movement pattern histogram (MPH), a 

multi-channel temporal distribution of 
movement primitives. 

- Novel optimization approach to 
simultaneously match and align MPH 
across videos. 

- Stereotypy dataset: annotated video 
corpus of children with autism in a 
classroom setting. 

Frame #4 Frame #10 Frame #31 

Feature extraction 

Bin the flow 
vectors 

Perform camera motion compensation if necessary 

Original flow Estimated bg motion Motion-compensated flow 

MPHs from different views 

MPHs for different actions 

Simultaneous alignment and matching 

Method Test View 

c0 c1 c2 c3 c4 Avg. 

MPH 83.9 81.8 87.6 83.0 73.6 82.0 

[1] 66.4 73.5 71.0 75.4 66.4 70.5 

[2] 62.0 65.5 64.5 69.5 57.9 63.9 

[3] 77.0 78.8 80.0 73.9 63.6 74.6 

Method Accuracy 
(LoGo) 

MPH + FV of DenseTrajectories [4] 90.5 

DenseTrajectories [4] w/ FV encoding 88.9 

MBH + scene context [5] 76.9 

GIST3D + STIP [6] 73.7 

MIP [7] 72.7 

Action Retrieval 
Given a single example video clip containing an action 
of interest, retrieve all matching instances of that 
action from an  unstructured video collection. 

Stereotypy Dataset 
• Real-world recording of 

children with autism in a 
classroom setting. 
• A collection of 10-20 

minute classroom sessions 
with total length of 2 
hours. 
• 3 behaviors of interest 

annotated by psychologist 
with autism expertise. 

Action Recognition 
IXMAS (11 actions, 5 viewpoints, 1650 total clips) 

UCF50 (50 actions from Youtube, 6618 total clips) 

Behavior S1 Behavior S2 Behavior S3 
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Matching 

How to match 2 sets of MPHs? 
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Maximum weighted bipartite graph matching: 
  argmax

𝜆
 𝜆𝑖𝑗𝑒𝑖𝑗𝑖,𝑗 ∈𝐸  

          𝜆𝑖𝑗 = 1 ∀𝑖 ∈ 𝐾𝑗∈𝑁(𝑖)  

 
which is equivalent* to: 

argmin
𝑀

 𝐶𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 = 𝐻𝑠𝑜𝑢𝑟𝑐𝑒𝑀 − 𝐻𝑡𝑎𝑟𝑔𝑒𝑡 𝐹

2
 

  where   Σ𝑖𝑀 𝑖, 𝑗 = 1 
       Σ𝑗𝑀 𝑖, 𝑗 = 1 

Alignment 

Actions  are not synchronized 

Dynamic time warping (DTW): 

  argmin
𝐷𝑠,𝐷𝑡

 𝐶𝑑𝑡𝑤 = 𝐷𝑠𝐻𝑠𝑜𝑢𝑟𝑐𝑒  − 𝐷𝑡𝐻𝑡𝑎𝑟𝑔𝑒𝑡 𝐹

2
 

  where      Σ𝑗𝐷𝑠 𝑖, 𝑗 = 1 
 Σ𝑗𝐷𝑡 𝑖, 𝑗 = 1 

Alternate between matching and alignment until 
convergence 


